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Abstract: Many methods have been proposed to reconstruct the moving object based on phase
shifting profilometry. Quality reconstruction results can be achieved when a single moving object
or multiple objects with same movement are measured. However, errors will be introduced when
multiple objects with individual movements are reconstructed. This paper proposes an automated
method to track and reconstruct the multiple objects with individual movement. First, the objects
are identified automatically and their bounding boxes are obtained. Second, with the identified
objects’ images before movement, the objects are tracked by the KCF algorithm in the successive
fringe pattern after movement. Third, the SIFT method is applied on the tracked object images
and the objects’ movement is described individually by the rotation matrix and translation vector.
Finally, the multiple objects are reconstructed based on the different movement information.
Experiments are presented to verify the effectiveness.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

3D reconstruction of dynamic scene is the basis for various applications such as assembly line
product inspection etc [1-5]. Phase shifting profilometry (PSP) is one of the most popular
technologies for 3D reconstruction because of its advantages such as high accuracy, high speed
and robust to the background light noise. Multiple sinusoidal fringe patterns (normally at least
three) with phase shifting are projected onto the object surface from one angle and captured
by the camera from another angle. Based on the multiple captured fringe patterns, the phase
information is retrieved to reconstruct the object. As the multiple fringe patterns are employed,
the object is required to be kept static during the reconstruction. The object movement not only
introducing mismatch among the captured fringe patterns, but also modifying the phase shift
amount between the fringe patterns. Therefore, with the traditional PSP, errors will be introduced
in the reconstruction result when the moving object is reconstructed.

Recently, the issue caused by movement has attracted intensive attention. Shijie Feng etc. [6]
proposed a motion compensation method for rigid moving object reconstruction. The ripples
introduced by motion are reduced by employing the statistical nature of the fringe patterns. The
method works well when the motion-introduced phase shifts are constant and may fail when
the phase shifts are varying across the object surface (such as rotation movement). Jorge L.
Flores etc. employed an iterative algorithm to reconstruct the object moving in the linear travel
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stage [7]. The algorithm does not need the calibration between the moving velocity and image
acquisition. However, the movement direction is limited. Ziping Liu etc. reconstructed the
moving objects by estimate the motion between the two subsequent 3D frames [8]. The algorithm
assumes that the object moves at a constant speed between the two successive 3D frames. Yajun
Wang etc. compensate the errors caused by motion by employing Hilbert transform [9]. The
motion introduced error doubles the frequency of the projected fringe frequency. Without
introducing additional fringe patterns, the Hilbert transform shifts the phase of the fringe pattern
pi/2. Therefore, the fringe pattern generated by the Hilbert transform is used to compensate
the errors caused by motion. Minghui Duan etc. reconstruct the object with 2D movement by
using a composite fence image [10]. The motion of the object is tracked by the composite fence
image, the phase map is retrieved and refined by the reference phase map. However, the motion is
limited in two-dimensional. Xinran Liu etc. proposed a method to reconstruct the dynamic object
by calculating the differences between the computed phase maps [11]. The motion-induced
phase shift estimation and error compensation are achieved. However, the method assumes
the motion has constant speed or constant acceleration. Jiaming Qian etc. proposed a hybrid
Fourier-transform phase-shifting profilometry method to reconstruct the scenes which contain
both static and dynamic motions [12]. The PSP is employed for the stationary regions and the
FTP is used to compensate the motion-introduced error of PSP. However, both FTP and PSP are
required for the algorithm.

The author reconstructed the moving object by introducing the movement information to the
reconstruction model [13—17]. The object with 2D movement is reconstructed firstly [13]. The
movement is tracked and described mathematically by the rotation matrix and translation vector;
then, the influence caused by the movement is analyzed; a new reconstruction model with the
movement information is presented and the correct phase information can be retrieved by solving
the equations given by the new model. In Ref. [13], the movement is tracked by placing three
markers on the object surface in advance, which is not desirable in automatic reconstruction. In
Ref. [15], the object can be reconstructed automatically by employing the Scale-invariant feature
transform (SIFT) algorithm to track the movement. In Ref. [14], the object with 3D movement
is measured by using the iterative least-square algorithm. Then, the isolated multiple objects
are reconstructed successfully with the algorithm described in Ref. [17]. However, the multiple
objects are required to have the same movement. In practice, it is more common that the objects
have different movements.

This paper presents a new algorithm to reconstruct the multiple objects with individual
movements. Firstly, the area of interest for each object is identified. Then, the objects are
tracked individually and the rotation matrix and translation vector describing the movement are
obtained separately. At last, the object is reconstructed respectively by introducing the movement
information into the reconstruction model. The proposed method not only can reconstruct the
multiple objects with individual movement, but also can reconstruct the specific object from the
multiple objects.

This paper is organized as follows. Section 2 presents the principle of the traditional PSP. In
Section 3, the multiple objects are tracked individually and the reconstruction model is described.
In Section 4, the Experiments results are given to verify the effectiveness of the proposed method.
Section 5 concludes this paper.

2. Principle of the traditional PSP

Assume N-step PSP is employed and the captured fringe pattern can be expressed as

L,(x,y) = a+ bcos(¢p(x,y) + 2n(n — 1)/N) (1
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where n = 1,2,3,--- ,N; I,(x,y) is the intensity distribution of the nth fringe pattern; a is the
ambient light intensity and b is the amplitude of the intensity of the sinusoidal fringe patterns;
¢(x,y) is the phase map we need to retrieve.

The phase map ¢(x, y) can be obtained by

- IEV: L,(x,y)sin2n(n — 1)/N

¢(x,y) = arctan ;71 2)
> Li(x,y)cos2n(n—1)/N
n=1

The phase map obtained by arctan(-) is wrapped into — to 7, which leading to ambiguity among
different fringes. Phase unwrapping [18] can be applied to remove the phase discontinuities and
the unwrapped phase map with monotonous value is obtained. At last, the object is reconstructed
based on the phase information and calibration parameters.

From Eq. (2) it can be seen that, the phase information of object is retrieved based on the
intensity values of the object among different fringe patterns. The object is required to be kept
static between different fringe patterns. For one specific point on the object, the phase shift
amounts among the fringe patterns are determined in advance. Therefore, when the object is
moved during the capture of the fringe patterns, not only the position of the object is mismatched,
but also the designed phase shift amount is violated. Errors will be introduced in the result.

3. Proposed method
3.1.  Movement tracking for multiple objects

In order to reconstruct the multiple objects with different movement, the objects need to be
tracked individually. The number of objects and boundary for each object in the scene are
identified firstly. Then, the high speed object tracking algorithm Kernelized Correlation Filters
(KCF) is employed to track the movement for each object [19]. The identified objects are used as
the target and the object image of the successive fringe pattern with movement are employed as
the input of the KCF. The output of the KCF is the corresponding object boundary in the new
fringe pattern. At last, with the corresponding object images defined by the boundaries, the
SIFT algorithm is applied to retrieve the feature points and their corresponding relationship. The
rotation matrix and translation vector describing the object movement mathematically can be
obtained by the singular value decomposition (SVD) algorithm and the coordinates of the feature
points. The above operations are repeated for all the objects to be measured, resulting individual
object tracking for all the objects. The details can be found in the following.

Assume three objects are measured in the scene as shown in Fig. 1(a). The bounding boxes
for different object are identified firstly before the measurement (as shown in Fig. 1(b)). The
whole object is included in the bounding box and the captured image is divided into four parts in
Fig. 1(b). Therefore the captured fringe pattern expressed in Eq. (1) can be rewritten as:

L(x,y) = IL(x,y) U L2 (x,y) U I3 (x, y) U I5(x,) 3)

where “U” is the merge operation; I} (x, y), I2(x,y), I;(x,y) and I’(x, ) are the area of interest for
the objectl, object2, object3 and the remainder area.

Two successive frames /, (x,y) and 1,(x, y) are captured as shown in Fig. 1(c) and Fig. 1(d).
Compared with the Fig. 1(c), the objects have different movement in the Fig. 1(d). In order to
track the object movement individually, the whole object included in the bounding box can be
used as the target. Then the KCF is employed to track the movement between the target and
the successive object image. In Fig. 1(c), the identified objects in I, (x, y) are employed as the
template and they are compared with the whole image I,(x, y) successively based on KCF. Then,
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Fig. 1. Multiple objects tracking. (a) the three objects to be measured; (b) the bounding
box for each object; (c)-(d) the movement tracking by KCF between the images of the object
before movement and after movement.

all the objects in 7,(x,y) can be identified with the new position and new bounding box as shown
in Fig. 1(d). The objects identified in Z,(x, y) can be used as the new template to track the objects
in the following fringe patterns.

Based on the areas of interests obtained by KCF, the object is tracked between the fringe
patterns of the object before movement and after movement. The rotation matrix and translation
vector are employed to describe the movement mathematically. As only the rigid object and
2D movement is considered, the rotation matrix and translation vector can be obtained by the
coordinates of at least three corresponding points on the object surface. The SIFT algorithm
can be applied between the tracked areas of the object before movement and after movement,
then, the feature points of the object and their corresponding relationship can be obtained. At
last, with the corresponding feature points on the object, the SVD method can be applied to
retrieve the rotation matrix and translation vector. For the objects in Fig. 1, the rotation matrix
and translation vector for objectl, object2 and object3 can be obtained respectively.

Please note that for any tracking algorithm based on the intensity value of the image, the ideal
input is the object image without fringe patterns. The fringe pattern will affect the accuracy of
the tracking and feature point retrieval. Therefore, similarly with Ref. [15], the fringe patterns
are projected in red color and a color camera is used to capture the fringe patterns. The red
component including the fringe patterns information is used to retrieve the phase information.
The blue component excluding the fringe patterns is used to obtain the pure object image used for
tracking and feature point retrieval. When the red object is reconstructed, the fringe pattern can
be projected in blue color and the red component of the image can be used to tracking the object
movement. The color of the fringe pattern should have a big difference with the color of object.

3.2. Phase retrieval

The paper only considers that the objects have two-dimensional movement. The movement
information describing by the rotation matrix and translation vector can be employed to reconstruct
the moving object with high accuracy [15]. The influence on the phase value caused by the
movement is analyzed and the reconstruction model describing the fringe pattern with movement
is given. At last, a least-square algorithm is employed to retrieve the correct the phase information.
The objects with different movement are reconstructed respectively by repeating the above steps.
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The reconstruction process for objectl is illustrated as follows, the detailed derivation can be
found in Ref. [13]. The fringe pattern including the movement information for objectl can be
described as:

1,(6,y) = a+ beos{$[f, (x,), g,(x, )] + O(x, ) + 27(n — 1)/N} “

where £ (x,y) and g!(x, y) are the functions related to the rotation matrix and translation vector
of objectl; ¢(-) is the phase map of the reference plane; ®(x, y) is the phase variation caused
by the object height. In Eq. (4), I!(x,y) and ¢[f!(x,y), g}(x,y)] are the known parameters; a, b
and ®(x, y) are the unknown parameters. Therefore, when N > 3 Eq. (4) can be solved by the
following procedure.

Equation (4) can be rewritten as

I,i(x, y) =a+ B(x,y)cosd + C(x,y)sin§ 5)

where B(x,y) = bcos D(x,y), C(x,y) = —bsin®(x,y), § = [f(x,y), g} (x,y)] + 2n(n — 1)/N.
Assume the captured fringe pattern is denoted as I (x, y), the sum of the squared error for each
pixel is
u 2
Se.y) = D Ui y) =L y)] ©)

n=1

When Eq. (6) is minimized based on the least-square criteria, we have

X(x,y) = A~ (x,)B(x,y) %
Where
N N
N >, coso >, siné
N n;l HT\JI
A(x,y)=| Y cosd Y cos’s 1 ¥ sin26 |, 8)
n;l n=1\l/ r;V:
> sinéd % > sin 26 Y sin28
n=1 =1 n=1
T
X(x,y) = [ a Bx,y) C(x,y) ] ) ()
N - N - N - T
B(x,y)=[ len(x,y) len(x,y)cosé len(x,y)sinfS ] (10)
n= n= n=

The unknown parameters a, B(x, y) and C(x, y) can be obtained by solving the Egs. (7)-(10).
The phase information ®@(x, y) can be determined by

®(x,y) = tan”' [-C(x,y)/B(x,y)] (11)

The above process can be applied for other objects with their specific movement information
individually.

3.3. Automated object identification

In order to achieve automatic reconstruction of multiple objects, the objects should be identified
automatically. The first step is to separate the objet from the background. In this paper, the
OTSU method is employed to distinguish the target from the background. The result is shown in
Fig. 2. It should be noted that the intensity difference between the object and the background
should be large enough to achieve better performance.
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(a) (b)

Fig. 2. The object separation from the background based on OTSU method. (a) the object
image; (b) the separation result.

Normally, the object can be identified by finding the contour of the object directly. However,
as the OTSU method employs a threshold to separate the object from the background, some
pixels on the object will be identified as the background as shown in Fig. 2(b), which may divide
the object into multiple parts and mislead the detection of object contour. Dilation operation
can connect the adjacent pixels and merge the above multiple parts into one. The dilated effect
on Fig. 2(b) is shown in Fig. 3, the “noise” points on the object surface are removed and the
object can be identified correctly. Please note that as the dilation operation extends the area of
the object, the objects in the scene are required to keep distance for each other.

Fig. 3. Effect of image dilation.

Finally, based on the obtained contour information, the bounding box for each object is obtained
as shown in Fig. 4. The object in each bounding box is used as the template to track the movement
in the following fringe patterns.

In summary, the reconstruction for multiple objects with individual movement can be
implemented by the steps shown in Fig. 5:

Step 1: Project the fringe patterns in red color onto the object surface and capture them by a
color camera;

Step 2: Identify the objects and determine the bounding box for each object based on the blue
component of the captured image;

Step 3: The identified objects in the bounding boxes are used as the target and apply the KCF
algorithm to track the object movement between the target and the successive captured fringe
pattern, obtain the corresponding bounding box in the successive fringe pattern;

Step 4: Obtain the feature points and their corresponding relationship between the target and
their corresponding bounding box based on SIFT algorithm;
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Fig. 4. Identify the object by bounding box.

Project the fringe patterns in red
color and capture by a color camera

Y
Identify the bounding box for each
object

A 4
Object tracking by KCF <

y
Feature points retrieval by SIFT

Y
Rotation matrix and translation
vector determination

A 4
Retrieve the phase map in red

component with the movement
information

A 4

Object reconstruction

Is this the last object?

Complete

Fig. 5. The flow chart of the multiple objects reconstruction.
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Step 5: Determine the rotation matrix and translation vector for each objects;

Step 6: Retrieve the phase information in red component by Eq. (11) with the movement
information for each object;

Step 7: Reconstruct the object with individual movement information until all the objects are
reconstructed.

4. Experiments

The experimental system employs a color camera (Allied Vision Manta 504C, the resolution
is 2452 x 2056) and a projector (Wintech DLP PRO 4500, the resolution is 912 x 1140) to
reconstruct the object to be measured. Two car models as shown in Fig. 6(a) are used to verify
the performance of the proposed method. 3-step PSP with red fringe patterns are used and the
objects are moved individually in two-dimensional (rotation movement and translation movement
on the reference plane). The captured fringe pattern images of PSP are shown in Figs. 6(b)—(d).

Fig. 6. Two car models used in the experiment. (a) The car model image without fringe
patterns; (b)—(d) The captured moving object fringe patterns of 3-step PSP.

The fringe pattern information and object information are obtained by separating the red
component and blue component of the captured image. With the captured image in Fig. 7(a), the
red component of Fig. 7(a) only contains the fringe pattern information as presented in Fig. 7(b).
In the blue component, the red fringe patterns are filtered and the pure object image is obtained
as shown in Fig. 7(c). Please note that the blue light existing in the ambient light is captured
by the camera, when the ambient light is weak, the background light with blue color should be
added in the projected fringe pattern.

With the pure object image in blue component, the objects are identified and their bounding
boxes are obtained. A rectangle bounding box shown in Fig. 8(a) is identified to include the object
area. Then, the KCF algorithm is applied to the image in the bounding box and the successive
captured image. The output of the KCF is the new bounding box in the successive image as
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(2) (b) (©

Fig. 7. Images in different components. (a) The captured image of the object; (b) The image
of Fig. 7(a) in red component; (c) The image of Fig. 7(a) in blue component.

shown in Fig. 8(b). The object is then tracked by repeating the above procedure. Please note that
when multiple objects are reconstructed, the bounding boxes for all the objects are required to be

identified.
(a) (b)

Fig. 8. The objects identification and tracking. (a) The bounding box identified before the
measurement; (b) The tracking result with KCF in the successive image.

The KCF algorithm only identifies the object area between the successive images. In order to
describe the movement by rotation matrix and translation vector, the corresponding points of the
object before movement and after movement are required to be obtained. The SIFT algorithm
is applied on the images of the object before movement and after movement, then the feature
points are extracted as shown in Fig. 9. For each specific object, the corresponding points in
the bounding box are used to calculate the rotation matrix and translation vector based on SVD
algorithm.

With the obtained rotation matrix and translation vector, reconstruction is implemented by
the proposed algorithm and the traditional PSP algorithm respectively. The results are shown in
Fig. 10. Figures 10(a) and (b) are the reconstruction results obtained by the proposed algorithm.
Figures 10(c) and (d) are the results with the traditional PSP algorithm. It is apparent that the
errors are introduced by the object movement with the traditional PSP algorithm. The accuracy
is increased significantly with the proposed method and the errors caused by the movement are
removed.

In order to evaluate the accuracy performance of the proposed algorithm, the RMS (root
mean square) measurement error is calculated for the above experiment. 6-step traditional PSP
algorithm is applied and the reconstructed result for the static object is used as the reference.
For the reconstructed result with the proposed method shown in Figs. 10(a) and (b), the RMS
error is 0.0773 mm. In the other hand, for the results shown in Figs. 10(c) and (d), the RMS
error is 8.981 mm. Significant improvement has been achieved by the proposed algorithm for the
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Fig. 9. The feature points obtained by SIFT algorithm and their corresponding relationship.
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Fig. 10. The reconstructed results with the traditional PSP and the proposed algorithm. (a)
The front view of the result with the proposed algorithm; (b) The mesh display of Fig. 10(a);
(c) The front view of the result with the traditional PSP; (d) The mesh display of Fig. 10(c).
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reconstruction of the multiple moving objects with individual movement. The residual error is
shown in Fig. 11. It can be found that with the traditional PSP, the movement caused serious
errors when the object has sharp height change (such as the edge of the object).
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Fig. 11. The residual error with the traditional PSP and the proposed algorithm. (a) The
residual error of the proposed algorithm; (b) The residual error of the traditional PSP.

Please note that, when there are multiple objects in the scenario and not all the objects need to
be reconstructed, the proposed algorithm can reconstruct the specific object and ignore others.
This can be achieved by determining the objects of interest after the object identification at
the beginning of the reconstruction. During the reconstruction, there is no limitation on the
movement speed. However, the capture speed should be fast enough to obtain the clear images of
the object.

5. Conclusion

This paper proposes an automated approach to reconstruct the multiple objects with individual
movement based on PSP. The movement for the objects in the scenario can be different from each
other. At first, the objects are identified by the object contour and the bounding boxes for each
object are given; then, based on the KCF algorithm, the object image within the bounding box is
used as the template to track the object movement in the following fringe pattern images. The
corresponding feature points of the object before movement and after movement are obtained by
the SIFT algorithm and the rotation matrix and translation vector describing the object movement
is calculated. At last, with the movement information for each object, the objects with individual
movement are reconstructed with high accuracy.
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